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1
COMPUTER SYSTEM INCLUDING
CONTROLLER AND PLURALITY OF
SWITCHES AND COMMUNICATION
METHOD IN COMPUTER SYSTEM

TECHNICAL FIELD

The present invention relates to a computer system and a
communication method in the computer system, and espe-
cially, relates to a computer system using an OpenFlow tech-
nique.

BACKGROUND ART

In a communication using the Ethernet (Registered trade-
mark), flexibility of a physical link which can be used in a
network is lost due to Spanning Tree Protocol (STP), and
accordingly a multi-path communication has become gradu-
ally impossible.

In order to solve the problem, a route control by the Open-
Flow is proposed (reference to Non-Patent Literature 1). A
computer system using the OpenFlow technique is disclosed,
for example, in JP 2003-229913A (Patent Literature 1). A
network switch corresponding to the technique (hereinafter,
to be referred to as a programmable flow switch (PFS)) retains
detail information such as a protocol type and a port number
in a flow table, and can control a flow. It should be noted that
the PFS is also referred to as an OpenFlow switch.

FIG. 1 is a diagram showing an example of a configuration
of the computer system using the OpenFlow technique.
Referring to FIG. 1, a programmable flow controller (PFC, to
be referred to as an open flow controller) 100 sets a flow entry
to the PFSs 200 and 300 in a single subnet (a P-Flow Net-
work), to perform a flow control in the subnet.

Each of the PFSs 200 and 300 refers to its flow table to
execute an action (for example, relay and discard of a data
packet) defined in the flow entry, and corresponding to header
information of a received packet. Specifically, when a packet
transferred between HOSTs 400 is received, each of the PFSs
200 and 300 executes the action defined in the flow entry, if
the header information of the received packet conforms to
(match to) (a rule of) the flow entry set in its own flow table.
On the other hand, when the header information of the
received packet does not conform to (match to) (the rule of)
the flow entry set in the flow table, each of the PFSs 200 and
300 recognizes the received packet as a first packet, informs
the reception of the first packet to the PFC 100, and transmits
the header information of the packet to the PFC 100. The PFC
100 sets the flow entry (flow+action) corresponding to the
informed header information to the PFS that is an informing
source of the first packet.

As described above, in the conventional OpenFlow tech-
nique, after any of the PFSs 200 and 300 receives the packet
transferred between the HOSTs 400, a transfer control is
performed to the packet transmitted and received between the
HOSTs 400 by the PFC 100.

CITATION LIST
Patent Literature 1: JP 2003-229913A
Non-Patent Literature 1: OpenFlow Switch Specification
Version 1.0.0 (Wire Protocol 0x01) Dec. 31, 2009

SUMMARY OF THE INVENTION

The PFC in the conventional OpenFlow technique sets a
route of a packet transferred between a source terminal and a
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2

destination terminal and sets a flow entry to the switches on
the route. Also, even if the destination is same, the flow entry
and the route between the source terminal and the destination
terminal must be set every time the packet different in the
source terminal is generated. Therefore, when using the
OpenFlow technique, there is a fear that resources of the
whole system (the number of flow entries) are consumed
greatly.

A computer system of the present invention includes a
controller; a plurality of switches, each of which performs a
relay operation defined in a flow entry set by the controller, to
a packet conforming to the flow entry; and a plurality of nodes
which communicate through any of the plurality of switches.
The controller sets a destination address as a rule of the flow
entry and sets transfer processing to the destination node as an
action of the flow entry. Each of the plurality of switches
transfers the packet containing the destination address, to the
destination node based on the flow entry set to the switch,
regardless of a source address of the reception packet.

Also, it is desirable that the controller sets the flow entry to
each of the plurality of switches before the packet is trans-
ferred between the plurality of nodes.

Also, it is desirable that the controller acquires a first MAC
(Media Access Control) address of a first node of the plurality
of nodes in response to a first ARP (Address Resolution
Protocol) request from the first node, and sets the first MAC
address to each of the plurality of switches as a rule of the flow
entry.

Also, it is desirable that the controller transmits to the first
node, an ARP reply having a MAC address of another node of
the plurality of nodes as a transmission source, as a reply to
the first ARP request from the first node to the other node.

Also, the controller acquires a first MAC (Media Access
Control) address of a first node (VM1) based on the first ARP
(Address Resolution Protocol) request from a first node of the
plurality of nodes, and sets the first MAC address to each of
the plurality of switches as the rule of the flow entry. More-
over, it is desirable that the controller issues a second ARP
request and sets a second MAC address of a second node
acquired based on the reply to the second ARP request, to
each of the plurality of switches as the rule of the flow entry

Also, the controller transmits to the first node, an ARP
reply having the MAC address of said another node as a
source address as a reply to a first ARP request destined to
another node from the first node. Moreover, it is desirable that
the controller transmits to the other node, an ARP reply to a
third ARP request destined to the first node and transmitted
from the other node.

Also, it is desirable that the plurality of switches includes a
plurality of first switches directly connected to the plurality of
nodes. In this case, it is desirable that the controller sets the
flow entry to optionally selected switches of the plurality of
first switches without setting to the remaining switches.

Also, it is desirable that the controller sets the flow entry to
each of the plurality of switches to perform ECMP (Equal
Cost Multi path) routing on the reception packet.

A communication method of the present invention includes
a step of setting by a controller, a flow entry to each of a
plurality of switches; a step of performing by each of the
plurality of switches, a relay operation defined in the flow
entry to a reception packet conforming to the flow entry set by
the controller; and a step of communicating by each of a
plurality of nodes through each of the plurality of switches.
The setting a flow entry includes a step of setting by the
controller, a destination address as a rule of the flow entry; and
a step of setting transfer processing to a destination node as an
action of the flow entry. The communicating includes trans-
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ferring by each of the plurality of switches, the reception
packet containing the destination address to the destination
node regardless of a transmission source address of the recep-
tion packet.

Also, it is desirable that the setting a flow entry is per-
formed before a packet is transferred among the plurality of
nodes.

According to the present invention, the consumption of the
resources of the whole computer system using OpenFlow
technique can be reduced.

BRIEF DESCRIPTION OF DRAWINGS

Other objects, effects, and features of the above-mentioned
invention will be more clarified on the basis of description of
exemplary embodiments in conjunction with the attached
drawings:

FIG. 1 is a diagram showing an example of a configuration
of'a computer system using an OpenFlow technique;

FIG. 2 is a diagram showing an example of a configuration
of'a computer system according to the present invention;

FIG. 3A is a diagram showing an example of a flow setting
method and a communication method in the computer system
according to the present invention;

FIG. 3B is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3C is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3D is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3E is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3F is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3G is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3H is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3I is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention;

FIG. 3] is a diagram showing the example of the flow
setting method and the communication method in the com-
puter system according to the present invention; and

FIG. 4 is a diagram showing a configuration of a logical
network divided into plurality of networks due to a flow
control according to the present invention.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Hereinafter, exemplary embodiments of the present inven-
tion will be described with reference to attached drawings. In
the drawings, the same or similar reference numerals
assigned to the same or similar components.

(Configuration of Computer System)

Referring to FIG. 2, a configuration of a computer system
according to the present invention will be described. FIG. 2 is
a diagram showing an example of the configuration of the
computer system according to the present invention. The
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computer system according to the present invention includes
aprogrammable flow controller 10 (hereinafter, to be referred
to as a PFC 10), a plurality of programmable flow switches
20-1 to 20-3 and 30-1 to 30-3 (hereinafter, to be referred to as
PFSs 20-1 to 20-3 and 30-1 and 30-3), physical servers 40-1
t0 40-5 (hereinafter, to be referred to as SVs 40-1 to 40-5), and
a storage 50, which are connected through a communication
network. Meanwhile, when the PFSs 20-1 to 20-3 and 30-1 to
30-3 are described without distinguishing them each other,
each of the PFSs 20-1 to 20-3 and each of the PFSs 30-1 to
30-3 are referred to as a PFS 20 and a PFS 30, respectively.
And, when the SVs 40-1 to 40-5 are described without dis-
tinguishing them each other, each of the SVs 40-1 to 40-5 is
referred to as an SV 40.

The SV 40 and the storage 50 are computer units each
having a CPU, a main storage unit, and an external storage
device, which are not shown in the figure, and communicate
with the other SVs 40 by executing a program stored in the
external storage device. The communication with the SV 40 is
performed through the PFSs 20 and 30. In accordance with
the executed program, the SV 40 realizes a function exempli-
fied by a Web server, a file server, an application server, a
client terminal, and the like. For example, when the SV 40
serves as the Web server, the SV 40 transfers an HTML
document and image data in the storage unit (not shown) to
another SV 40 (ex. a client terminal) in accordance with a
request of the client terminal that is not shown.

The SV 40 includes a virtual machine VM realized by
logically or physically dividing a CPU (not shown) and a
storage area of the storage unit (not shown). In an example
shown in FIG. 2, virtual machines VM1 and VM2 are realized
in the SV 40-1, virtual machines VM3 and VM4 are realized
in the SV 40-2, virtual machines VM5 and VM6 are realized
in the SV 40-3, and virtual machines VM7 and VM8 are
realized in the SV 40-4. The virtual machines VM1 to VM8
may be realized by a guest operation system (GOS) emulated
on a host operation system (HOS) on each of the servers, or
software operating on the GOS.

The virtual machine VM transmits and receives data to and
from other devices (for example, a computer unit on an exter-
nal network and a virtual machine VM in another physical
server 40) through virtual switches (not shown) managed by
a virtual machine monitor or a physical NIC (not shown). In
the present exemplary embodiment, packet communication is
performed in accordance with the TCP/IP (Transmission
Control Protocol/Internet protocol) as an example.

In addition, the virtual switch (not shown) according to the
present invention may be controlled based on the OpenFlow
technique to be described later, and may perform a conven-
tional switching operation (layer 2). Moreover, each of the
virtual machines VM1 to VM8 and the outside of the physical
server are connected to each other in a bridge connection.
That is, a direct communication from the outside can be
performed on the basis of the MAC addresses and IP
addresses of the virtual machines VM1 to VMS.

The PFC 10 controls the communication in the system
based on the OpenFlow technique. The OpenFlow technique
shows a technique that in accordance with a routing policy (a
flow entry: flow and action), a controller (here, the PFC 10)
sets a multi-layer structure and route data in units of flows to
the PFSs 20 and 30, to perform a route control and a node
control. Thus, a route control function is separated from a
router and a switch, and the optimum routing and traffic
management can be realized by a centralized control by the
controller. The PFSs 20 and 30 to which the OpenFlow tech-
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nique is applied handle not communication in units of hop as
in the conventional router and switch but communication as a
flow of END2END.

The PFC 10 is realized by a computer having a CPU and a
storage unit (not shown). A flow control processing in the
PFC 10 is realized by executing a program stored in the
storage unit (not shown), and controls operations of the PFSs
20 and 30 (for example, a relay operation of data packets) by
setting the flow entry (flow and action) to each of the PFSs 20
and 30.

Inaddition, MAC addresses of a HOST terminal (the SV 40
and the storage 50) and the virtual machine VM are set to the
PFC 10 according to the present invention, before a packet
transfer between terminals (e.g. between the virtual machines
VM). For example, the PFC 10 acquires the MAC addresses
ofthe HOST terminal and the virtual machine VM in advance
in response to an ARP (Address Resolution Protocol).

The PFC 10 generates a flow entry employing the acquired
MAC address for a rule, and sets the flow entry to all of the
PFSs 20 and 30 in the network. For example, the PFC 10
generates for every PFSs, a flow entry used to designate a
transfer destination unit of a packet destined to a MAC
address ofthe virtual machine VM1 and to transfer the packet,
and sets the flow entry to all of the switches PFSs 20 and 30 in
the network. In the present invention, because a flow is con-
trolled based on only the destination MAC address, a transfer
destination of the packet corresponding to the rule (the des-
tination MAC address) set to the flow entry is determined with
no relation to a transmission source. For this reason, a flow
control can be performed without being conscious of the
transmission source of the packet. That is, according to the
present invention, because a multi-path for a packet transfer is
formed by setting the optimum route for a destination termi-
nal, the optimum multi-path operation can be realized. In
addition, because the flow entry can be set to the PFSs without
waiting for reception of a first packet, unlike in the conven-
tional technique, the throughput of the network can be
improved. Moreover, in the present invention, because the
flow entry is generated and set before a packet is transferred
between the terminals, that is, before the system operation is
started, a processing load for the flow control during the
operation is reduced in comparison with the conventional
technique.

Additionally, the PFC 10 generates the flow entry employ-
ing the acquired MAC address for a rule, and sets the flow
entry to ones selected optionally from among the PFSs 20 and
30 in the network, and the flow entry is not set to the remain-
ing PFSs. For example, the flow entry employing the MAC
address of the virtual machine VM1 as the rule is set to a
selected part of the PFSs 30 connected directly to the HOST
terminal (the SV 40 and the storage 50). In this case, when the
PFS 30 to which the flow entry is not set receives a packet
destined to the virtual machine VM1, the packet is discarded
without being transferred to anywhere. In this way, because a
transfer destination of packet can be logically separated, one
physical network can be divided into a plurality of logical
networks, and be operated. It should be noted that when the
flow entry defined to discard a packet destined to a specific
MAC address is setto a specific PFS, similar effect can be also
attained.

Each of the PFSs 20 and 30 includes a flow table (not
shown) to which the flow entry is set, and performs process-
ing of a reception packet (for example, a relay process and
discard) in accordance with the set flow entry. The PFS 30 is
a first stage switch directly connected to the HOST terminal
(the SV 40 and the storage 50), and for example, a top-of-rack
(TOR) switch is preferably employed for the PFS 30. In
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6

addition, for an L.2 switch and a L3 switch connected to a
second stage or the subsequent from the HOST terminal, for
example, a CORE switch is preferably employed in the PFS
20.

Each of the PFSs 20 and 30 refers to its own flow table (not
shown), and performs an action (for example, relay and dis-
card of a data packet) defined in the flow entry and corre-
sponding to header data of a reception packet (especially, a
destination MAC address). Specifically, each of the PFSs 20
and 30 performs the action defined in the flow entry, when the
header data of the reception packet matches to (corresponds
with) the flow defined by the flow entry set in its own flow
table. In addition, each of the PFSs 20 and 30 does not per-
form any processing on the packet when the header data of the
reception packet does not match to (correspond with) the flow
defined by the flow entry set in the flow table. In this case, the
PFSs 20 and 30 may inform the reception of the packet to the
PFC 10 and may discard the packet.

In the flow entry, as data (hereinafter, to be referred to as a
rule) for specifying a flow (a data packet), any combinations
of addresses and identifiers of layer 1 to layer 4 in an OSI
(Open Systems Interconnection) reference model are defined,
and the addresses and identifiers are included, for example, in
the header data of a data packet of TCP/IP. For example, any
of combinations of a physical port of layer 1; a MAC address
of'layer 2, an IP address of layer 3, a physical port of layer 4,
and VL AN tag is set to the flow entry as arule. However, in the
present invention, a MAC address and an IP address of a
transmission source are not set to the flow entry, and a desti-
nation MAC address is always set to the flow entry. Here, a
predetermined range of the identifier such as a port number,
the address, and the like may be set to the flow entry. For
example, MAC addresses of the virtual machines VM1 and
VM2 may be set as destination MAC addresses as the rule of
the flow entry.

The action of the flow entry defines, for example, a method
of processing a data packet of the TCP/IP. For example,
information showing whether a received data packet is
relayed or not, and a destination of the data packet, if the data
packet is relayed, are set. Additionally, in the action, data that
instructs copying or discarding of the data packet may be set.
(Flow Setting Method and Communication Method in Com-
puter System)

Next, referring to FIGS. 3 A to 3], details of a flow setting
method and a communication method in the computer system
according to the present invention will be described. Flow
setting for the virtual machine VM1 and flow setting for the
virtual machine VM5 will be described below as an example.
In addition, when the virtual machines VM1 to VMS, the
physical servers 40-1 to 40-5, and the storage 50 are not
distinguished relatively, they are collectively referred to as
nodes.

At a time when configuration of the system has completed
(or the configuration of the system has changed), the PFC 10
knows a topology of the system by a similar method to a
conventional flow controller. The topology data known at this
time includes data related to a connection state of the PFSs 20
and 30, the nodes (the virtual machines VM1 to VM8, the
physical servers 40-1 to 40-5, and the storage), an external
network not shown (for example, the internet), and the like.
Specifically, as the topology data, the number of ports of a
device and port destination data are related to a device iden-
tifier for specitying the PFSs 20 and 30 and the nodes, and
thus the device identifier is recorded to the storage unit of the
PFC 10. The port destination data includes a connection type
(switch/node/external network) for specifying a connection
counter side, and data for specifying the connection destina-
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tion (a switch ID in case of a switch, a MAC address in case
of a node, and an external network ID in case of an external
network).

Referring to FIG. 3A, the PFC 10 traps an ARP request
from the node to acquire (learn) a location (a MAC address)
of a requesting node. For example, the ARP request destined
to the virtual machine VMS5 from the virtual machine VM1 is
sent to the PFC 10. The PFC 10 extracts the MAC address of
the virtual machine VM1 as a source node from the received
ARP request. The PFC 10 defines a rule for setting the MAC
address to a destination to generate a flow entry. In this case,
the flow entry to all of the PFSs 20 and 30 in the system is
generated. It should be noted that the flow entry to the MAC
address may be set to the storage unit of the PFC 10 in
advance.

Referring to FIG. 3B, the PFC 10 that learned the location
(the MAC address) of the node registers a route to the node.
For example, the PFC 10 sets to all of the PFSs 20 and 30, the
flow entry defining transfer of a packet destined to the MAC
address of the virtual machine VM1 and a transfer destination
device. In this case, it is preferable that a flow entry is set to the
PFS 30-1 so as to define a physical port connected to the
virtual machine VM1 as an output destination, and a flow
entry is set to the PFSs 30 at a first stage other than the PFS
30-1 so as to be load-balanced for the PFSs 20 at the second-
stage or the subsequent. For example, it is preferable that the
flow entry is set to the PFS 30 so as to perform the ECMP
(Equal Cost Multi route) routing for the PFS 30.

In normal learning of layer 2 (L2 learning), there are cases
that a LOOP is generated due to FLOODING, and that the
expected learning cannot be performed due to the load bal-
ance. However, in the present invention, the OpenFlow tech-
nique is employed, and accordingly these problems do not
occur.

Referring to FIG. 3C, the PFC 10 to which the flow entry is
set transmits an ARP request for a destination requested from
a node to all the nodes other than the node in the acquiring
(learning) of a MAC address. For example, the PFC 10 trans-
mits the ARP request destined to the virtual machine VM5 as
a destination of the ARP request shown in FIG. 3A to all the
nodes (the virtual machines VM2 to VM8, the SV 40-5, and
the storage 50) other than the requesting virtual machine
VM.

Referring to FIG. 3D, the PFC 10 acquires (learns) the
location (the MAC address) of the destination node on the
basis of a reply (an ARP reply) to the ARP request shown in
FIG. 3C. In the present example, the ARP reply is transmitted
from the virtual machine VM5, and the PFC 10 acquires the
location (the MAC address) of the virtual machine VM5 by
trapping the ARP reply.

Referring to FIG. 3E, the PFC 10 that has acquired (has
learned) the location (the MAC address) of the node registers
a route to the node. Here, the PFC 10 sets to all of the PFSs 20
and 30, the flow entry defining the transfer of a packet des-
tined to the MAC address of the virtual machine VM35, and the
destination device. In this case, in the same manner as
described above, it is preferred that the flow entry is set to the
PFSs 30 at the first stage from the HOST terminal so as to be
load-balanced for the PFSs 20 at the second-stage or the
subsequent.

Referring to FIG. 3F, the PFC 10 replies to the ARP request
from the node shown in FIG. 3A by proxy. Here, the PFC 10
uses the MAC address of the virtual machine VMS as a
transmission source, and issues the ARP reply whose desti-
nation is the virtual machine VM1. The virtual machine VM1
receives the ARP reply to the ARP request that has been
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transmitted by itself, and acquires the requested MAC
address of the virtual machine VMS5.

In the above-mentioned operation, processing content (the
flow entry) to packets respectively destined to both a destina-
tion node and a requesting source node of the ARP request is
set to all of the PFSs 20 and 30 in the system. In an example
shown in FIG. 3G, through the above-described operation, the
flow entry to the packets respectively destined to the virtual
machines VM1 and VMS5 is set to all of the PFSs 20 and 30. In
this way, communication destined to the virtual machine
VM1, and communication destined to the virtual machine
VMS are performed normally. In this case, the packet des-
tined to each of the destinations is transmitted through a route
conforming to the flow entry defined by the destination MAC
address regardless of a transmission-source.

Additionally, in order to configure a single tree structure in
the Spanning Tree Protocol according to the conventional
Ethernet (Registered trademark), a physical link which is not
used is generated. For this reason, a plurality of routes cannot
be set between specific nodes in the Ethernet (Registered
trademark). However, in the present invention, a packet trans-
fer destination is set to each of the PFSs according to the
destination, so that a multi-path is formed to realize load
distribution. For example, in case of the above-mentioned
example, the multi-path is formed according to the flow entry
in each of the communication for the virtual machine VM1
and the communication for the virtual machine VM5, and the
load distribution is realized.

In the above-mentioned example, the load balance by the
ECMP defined in the flow entry is employed. However, the
present invention is not limited to this, and the Link Aggre-
gation or a load distribution every flow entry may be
employed.

On the other hand, in order to make it possible to transmit
the ARP request and perform a bidirectional communication
between a requesting source node and a destination node, the
destined node acquires (learns) a location (MAC address) of
the requesting source node from the PFC 10. In detail, refer-
ring to FIG. 3H, the ARP request destined to the virtual
machine VM1 from the virtual machine VM5 is transmitted to
the PFC 10. Referring to FIG. 31, the PFC 10 already retaining
the location (MAC address) of the virtual machine VM1
transmits the ARP reply having the MAC address of the
virtual machine VM1 as the transmission source to the virtual
machine VMS5. The virtual machine VMS5 traps this to acquire
the location (MAC address) of the virtual machine VM1. In
this way, as shown in FIG. 3J, the virtual machine VM5 can
transmit a data packet destined to the virtual machine VM1. It
should be noted that because the flow entry destined to the
virtual machine VM1 and the flow entry destined to the virtual
machine VM5 are independently set, a communication route
from the virtual machine V1 to the virtual machine V5 and a
communication route from the virtual machine V5 to the
virtual machine V1 are not always same.

Through the above-described operation, both of the virtual
machines VM1 and VM5 acquire (learn) mutual locations
(MAC addresses), and a transfer destination to a packet des-
tined to each of the virtual machines VM1 and VMS is set to
all of the PFSs 20 and 30. In this way, the bidirectional
communication between the virtual machine VM1 and the
virtual machine VM5 is made possible.

Inthe present invention, because the flow entry is set on the
basis of a destination MAC address, the location of a trans-
mission source node is not always necessary in setting of the
flow entry. For this reason, the flow entry can be set before
starting of a communication between the nodes. In addition, it
is not necessary to set the flow entry for a communication
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route between nodes as in the conventional technique, and it
is sufficient to set the flow entry of the destination MAC
address to each of the PFSs. Accordingly, a consumption of
resources in the whole computer system can be reduced.

Next, referring to FIG. 4, an application example of the
computer system according to the present invention will be
described. In the above-described example, a flow entry for a
packet destined to a node is set to all of the PFSs 20 and 30.
However, the present invention is not limited to this, and the
nodes to which the flow entry is set may be limited to a part of
the PFSs 30 directly connected to the node.

The computer system shown in FIG. 4 includes upper-layer
switches (PFSs 20-1 and 20-2) connected to a network 500,
the PFSs 30-1,30-2, and 30-3 directly connected to the HOST
terminal (not shown) such as the SV40, and nodes S and A.
Here, the node A is connected to the system through the PFS
30-2, and the node S is connected to the system through the
PFS 30-3.

In the present example, by the PFC 10 (not shown), a flow
entry is set to the PFSs 20-1, 20-2, and 30-3 to control a flow
destined to the node S, and a flow entry is set to the PFSs 20-1,
20-2, 30-1, and 30-2 to control a flow destined to the node A.
In this case, a packet destined to the node S reaches the node
S through a communication route passing any of the PFSs
20-1, 20-2, and 30-3, and a packet destined to the node A
reaches the node A through a communication route passing
any of the PFSs 20-1, 20-2, 30-1, and 30-2. That is, the node
S is accommodated in a logical network configured by the
PFSs 20-1, 20-2, and 30-3, and the node A is accommodated
in a logical network configured by the PFSs 20-1, 20-2, 30-1,
and 30-2.

As described above, the computer system shown in FIG. 4
configures one physical network. However, when the flow
entry is selectively set, the computer system is divided into
two logical networks. Accordingly, one physical topology
can be handled as a plurality of VL ANs.

As described above, the exemplary embodiments of the
present invention have been described in detail. However, a
specific configuration is not limited to the above-described
exemplary embodiments. Various modifications within the
scope of the present invention are included in the present
invention. In FIG. 2, the system having the PFS group with
two-stage configuration is shown as one example. However,
the present invention is not limited to this, and the system may
have the PFS group with a configuration of further large
number of stages. In addition, an external network may be
connected to the PFSs 20 through the layer 3 (I.3) switch as in
the conventional technique.

The present application is based on Japanese Application
Number JP 2010-202468, and the disclosure thereof is incor-
porated herein by reference.

The invention claimed is:

1. A computer system comprising:

a controller;

a plurality of switches, each of which performs a relay
operation which is defined in a flow entry set by said
controller, to a packet conforming to the flow entry; and

a plurality of nodes which communicate through any of
said plurality of switches,

wherein said controller sets a destination address as a rule
of the flow entry and sets transfer processing to a desti-
nation node as an action of the flow entry, and

wherein each of said plurality of switches transfers the
packet containing the destination address, to said desti-
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nation node based on the flow entry set to said switch,
regardless of a transmission source address of the
packet,

wherein said controller acquires a first MAC (Media

Access Control) address of a first node of said plurality
of nodes in response to a first ARP (Address Resolution
Protocol) request from said first node, and sets the first
MAC address to each of said plurality of switches as the
rule of the flow entry.

2. The computer system according to claim 1, wherein said
controller sets the flow entry to each of said plurality of
switches before the packet is transferred between said plural-
ity of nodes.

3. The computer system according to claim 2, wherein said
controller issues a second ARP request and sets a second
MAC address of a second node which has been acquired
based on the reply to the second ARP request, to each of said
plurality of switches as the rule of the flow entry.

4. The computer system according to claim 1, wherein said
controller transmits to the first node, an ARP reply having a
MAC address of another node of said plurality of nodes as a
transmission source as a reply to the first ARP request from
said first node to said another node.

5. The computer system according to claim 4, wherein said
controller transmits to said another node, the ARP reply to a
third ARP request destined to said first node and transmitted
from said another node.

6. The computer system according to claim 1, wherein said
plurality of switches comprises a plurality of first switches
directly connected to said plurality of nodes, and

wherein said controller sets the flow entry to optionally

selected ones of said plurality of first switches without
setting the flow entry to the remaining switches.

7. The computer system according to claim 1, wherein said
controller sets the flow entry to each of said plurality of
switches to perform ECMP (Equal Cost Multi path) routing
on the packet.

8. A communication method comprising:

setting by a controller, a flow entry to each of a plurality of

switches;

performing by each of said plurality of switches, a relay

operation defined in the flow entry to a packet conform-
ing to the flow entry; and

communicating between a source node and a destination

node of a plurality of nodes through said plurality of
switches,

wherein said setting a flow entry comprises:

setting by said controller, a destination address as a rule of

the flow entry; and

setting transfer processing destined to said destination

node as an action of the flow entry,

wherein said communicating comprises:

transferring by each of said plurality of switches, the

packet containing the destination address to said desti-
nation node regardless of a transmission source address
of the packet, and

wherein said controller acquires a first MAC (Media

Access Control) address of a first node of said plurality
of nodes in response to a first ARP (Address Resolution
Protocol) request from said first node, and sets the first
MAC address to each of said plurality of switches as the
rule of the flow entry.

9. The communication method according to claim 8,
wherein said setting a flow entry is performed before the
packet is transferred between said plurality of nodes.
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